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ABSTRACT
The advent of high-throughput technologies such as gene microarrays and protein chips are currently revolutionizing biology and medicine. Machine learning techniques play a pivotal role in analyzing the generated data. Recent studies have reported on the successful application of supervised machine learning approaches to prediction of cancer subclasses, treatment outcome, and drug response. Novel diagnostic tools promise the development of patient-tailored cancer treatment. However, the major step towards individualized therapy is expected to use a combination of various data sources, e.g., transcriptional data, proteomic data, clinical data. In this paper, we have integrated two lung cancer data sets, the Harvard Data Set and the Michigan Data Set. We developed a relational database for the data management and data preprocessing. From the integrated data, we selected 211 lung cancer patients and their transcriptional profile of 3,588 selected genes. Using Kaplan-Meier analysis, we divided the patients into two survival risk groups that are motivated by clinical relevance with respect to survival prediction (5 year survival). We applied six machine learning techniques to predict the survival risk groups. Based on quantitative and qualitative evaluation criteria, we chose decision trees as the most relevant technique for this data set. The comparative study of six machine learning techniques and different subsets of the clinical and transcriptional data revealed that the best overall classification accuracy on unseen test data is obtained by an ensemble of decision trees using boosting (test set accuracy of 77.5%). Integrating clinical and transcriptional data results in a remarkably improved classification performance of the support vector machine. Integrating heterogeneous data did not improve the prediction accuracy of the decision trees (best prediction accuracy is achieved based on anamnestic data alone), but led to the identification of a set of eight potential marker genes that are most important for lung cancer outcome prediction. All these eight genes have been previously reported as marker genes in malignant neoplasia, e.g., breast cancer, glioblastomas, pancreatic cancer, and fibrosarcoma.

Categories and Subject Descriptors
I.5 [Pattern Recognition] I.5.2 [Design Methodology]: Classifier design and evaluation, feature evaluation and selection, pattern analysis.

General Terms
Algorithms, Performance, Design, Experimentation, Standardization, Verification.

Keywords
Microarray, lung cancer, data integration, survival analysis, classification, machine learning.

1. INTRODUCTION
Modern high-throughput technologies produce growing amounts of biomedical data. Transcriptional profiling using microarray technology promises to derive unprecedented insights into the pathogenesis of complex diseases such as cancer. Recent studies on cancer profiling have demonstrated that gene expression patterns of cancer can be successfully used for cancer subtype classification (e.g., leukemias [GOL00], melanoma [BIT00], breast cancer [PER00], prostate cancer [DHA01]), survival prognosis (e.g., childhood leukemia [YEO02], lung cancer [BEE02,BHA01], breast cancer [VEE02]), and response to drug treatment (e.g., [SCH00]). Delineating cancers based on their specific expression profiles may provide the breakthrough required to develop a patient-tailored therapy. Currently, it is unclear how individual patients respond to chemotherapy. Existing chemotherapies have in general severe side effects for the patients, but sometimes low efficacy.

Supervised machine learning techniques are a promising approach for analyzing microarray data in the context of patient outcome prediction. For example, Shipp et al. reported on the successful survival prediction of patients suffering from large B-cell lymphoma [SHI02]. They employed machine learning techniques (support vector machine, k-nearest neighbor) to predict the survival periods of a group of patients. It was shown that the predictive accuracy based on the expression profiles is higher than that based on simple clinical parameters. Despite the undisputable credentials of microarray technology, transcriptional profiling alone is insufficient to explain the whole spectrum of alterations involved in cancerogenesis. Combining gene expression data with proteomic data, cytogenetic data (e.g., FISH data), and clinical patient data might be a promising approach for developing new prognostic tools [BUT00,SLO02,OCH03]. Particularly in the context of cancer outcome prediction, the integration of heterogeneous data sources is considered to be a promising new approach.

The question whether decision support systems based on machine learning approaches and microarray data will find their way into clinical practice is still open, and many other problems remain unresolved. One of the main bioinformatics challenges is the integration of heterogeneous data sources and the development of methods and tools for analyzing high-dimensional microarray data. To adequately organize, manage, analyze, and interpret the
deluge of information, the adaptation of existing and the development of new computational methodologies and tools are required. The task of integrating heterogeneous data usually requires sophisticated data warehousing and database technologies. Many existing and newly evolving machine learning techniques promise to successfully complement classical statistical methods in addressing these challenges. However, the machine learning methods that are currently being used to analyze biological data have not been developed to address the specific requirements of life science applications such as microarrays. First, the analysis of gene expression microarrays is hampered by the high dimensionality of the feature space that often exceeds the sample space dimensionality by a factor of 1,000 or more. Second, the fact that gene expression data are very noisy represents another challenge. The majority of methods used in standard data mining applications are very sensitive to noise. Third, most of the existing methods operate in weak-theory domains, and thus fail to incorporate the enormous body of existing formal background or domain knowledge into the analysis process. This paper is a small step towards tackling these challenges.

In the present study, we have analyzed the Harvard lung cancer data set [BHA01] and the Michigan lung cancer data set [BEE02]. Both data sets were generated on an Affymetrix platform. The data sets comprise a different number of genes and clinical parameters for the patients, but there exist a subset of genes that is contained in both data sets. The Harvard Data Set comprises expression data from 12,600 transcript sequences for 186 patients, including 139 adenocarcinomas. The Michigan Data Set contains 86 primary lung adenocarcinomas as well as 10 non-neoplastic lung samples. Furthermore, various clinical data are provided, such as tumor stage, and anamnestic data (e.g., smoking habits, sex, age).

We are interested in the question whether the combination of both data sets in conjunction with the clinical data can be used to predict the 5-year survival chance of patients. We decided to consider the 5-year survival prediction task because this question is clinically motivated and of practical relevance. The question is: Can we predict the survival risk group of the patients (survival < 5 years or survival ≥ 5 years)? The following tasks are tackled in this study:

1. Integration of transcriptional and clinical data;
2. Data preprocessing (selection, cleansing, and enrichment);
3. Identification of survival risk groups;
4. Classification of patients into survival risk groups based on
   a. clinical data only (Patient Data Set);
   b. gene expression data only (Expression Data Set);
   c. both clinical and gene expression data (Patient + Expression Data Set);
   d. selection of lung cancer specific marker genes only (Marker Gene Set);
5. Analysis of the classification results;
6. Interpretation of the biological relevance.

2. DATA INTEGRATION

The main obstacle to data integration in the scientific domain is the degree of heterogeneity between both data repositories and analysis tools. Conceptually, this heterogeneity can be divided into:

- **Syntactic heterogeneity**: resources are found on different hardware platforms, use different storage paradigms, and utilize different application programming interfaces (APIs);
- **Semantic heterogeneity**: resources use different conceptualizations to model their data.

Within this study the main concern is that of semantic heterogeneity associated with tasks (1) and (2). We developed a relational database to facilitate the integration and preprocessing of the heterogeneous data. The database provided the means to automate these tasks through the use of SQL. SQL is an example of a transform-oriented language and allows the user to:

1. Create a database and relation structures;
2. Perform basic data management tasks, i.e. insertion, modification, and deletion of data;
3. Perform both simple and complex queries to transform the raw data.

We described the data sets using the entity-relationship model [CHE76]. The gene expression data for both sets was integrated using the common attribute gene name. Once this had been established we undertook the process of data preprocessing. This step entailed the removal of data where no gene name existed. In total, 3,588 genes are in common in both the Harvard and the Michigan Data Set. We selected these genes only for further analysis. The gene expression data were normalized using median centering. Furthermore, we selected the following clinical and anamnestic parameters: age (e.g., 78), sex (e.g., Male), smoking history (e.g., 23 pack-year), TNM classification (e.g., T1N0Mx), tumor stage (e.g., IA), survival time in months (e.g., 58), and censor index (either 1 or 0). For some patients in the Harvard Data Set, no survival information was given. We excluded these patients from further analysis, so that the data set for analysis contained a total of 211 patients.

(Complete description of the database schema, implementation details, and problems with the data integration will be discussed in the final paper.)

We performed a Kaplan-Meier survival analysis on the set of the remaining 211 patients. We excluded all patients that are censored and whose survival time is shorter than 5 years (75 patients). Figure 1 depicts the survival curve for all 211 patients as well as the survival curve for the remaining 136 patients. These are the patients that we included in our study.

![Figure 1. Kaplan-Meier analysis of the patients from the Harvard and the Michigan Data Set.](image-url)
In the next step, we discretized the continuous values of the patients’ survival data into two classes, HIGH RISK and LOW RISK. Patients in the group LOW RISK died before the 5 years mark, whereas patients in the group HIGH RISK survived at least 5 years after diagnosis.

3. DATA ANALYSIS

3.1 Material

We split the entire data set of 136 patients and 3,588 genes randomly into a learning set of 96 patients (70%) and a test set of 40 patients (30%). The learning set comprises 64 (67%) patients of class HIGH RISK and 32 (33%) patients of class LOW RISK. The test set comprises 25 (62.5%) patients of class HIGH RISK and 15 (37.5%) patients of class LOW RISK. The learning set comprises 7 M1-patients, the test set comprises 4 M1-patients (patients with metastasis).

We generated three pairs of learning and test sets: pair #1 comprises the patient data only (age, sex, smoking history, TNM, tumor stage, and the discrete survival class); pair #2 comprises the gene expression data only (gene #1 to gene #3,588, and the discrete survival class); pair #3 comprises both patient data and expression data. Finally, we used a set of eight marker genes whose expression profile highly correlates with the survival data. Finally, we used a set of eight marker genes.

3.2 Methods

We investigated the classification performance of six state-of-the-art machine learning methods: decision trees, ensembles of decision trees using boosting, support vector machines (SVMs), probabilistic neural networks (PNNs), k-nearest neighbor classifier (k-NN), and artificial neural networks (multilayer perceptrons, MLPs). Recent studies have reported successful application of these methods to classification of microarray data, e.g., decision trees in [ZHA01], boosted decision trees in [DUD00,BER01], SVMs in [BR00,SHI02], PNNs in [BER03a], and k-NN in [SHI02], and MLPs in [KHA01].

We trained the SVM, PNN, and k-NN models with the leave-one-out cross-validation procedure on the learning data: each model is trained on all but one sample (hold-out case), and the model is used to predict the class of the hold-out case. This is repeated until each case was used as hold-out case. We trained the decision tree and the MLPs by randomly subsampling the learning set, i.e., by splitting the learning set into a training and a validation set.

We assessed the models’ performance on the basis of two criteria. First, based on a quantitative criterion, the classification accuracy with respect to the survival risk groups. Second, on the basis of a qualitative criterion, the output interpretability, i.e. we are interested in the question: “How intelligible is the model’s output to humans?”

In the following, we briefly describe the classifiers (We will provide a more detailed description of these methods in the final paper.)

3.2.1 Decision Tree C5.0

Decision tree learning follows a kind of top-down, divide-and-conquer strategy. The basic algorithm for decision tree learning can be described as follows [BER97,ZHA01]:

(1) Select (based on some measure of “purity” such as entropy, information gain, or diversity) an attribute to place at the root of the tree and branch for each possible value of the tree. This splits up the underlying case set into subsets, one for every value of the considered attribute.

(2) Recursively repeat this process for each branch, using only those cases that actually reach that branch. If at any time all instances at a node have the same classification, stop developing that part of the tree.

The measure of purity for the C5.0 decision tree is the information gain. This measure is based on the notion of entropy.

Definition 1: Entropy and Information Gain

Given a set of predefined classes, \( C = \{c_1, c_2, ..., c_n\} \), and the indices 1, 2, ..., \( n \) \( \in \) \( I \), and the (training) set \( X \) with \( m \) observations, \( X = \{x_1, x_2, ..., x_m\} \), with each object, \( x_i \in X \), described by \( k \) attributes and one class \( c_j \in C \), such that \( x_i = (x_{i1}, x_{i2}, ..., x_{ik}, c_j) \). Then the entropy, \( \text{entropy}(X) \), of the set \( X \) relative to this \( n \)-wise classification is defined as

\[
\text{entropy}(X) = \sum_{i=0}^{n} -p_i \log_2 p_i
\]

where \( p_i \) is the proportion of \( X \) belonging to class \( c_j \). The measure called information gain, \( \text{gain}(X,A) \), is simply the expected reduction in entropy caused by partitioning the set of observations, \( X \), based on an attribute \( A \):

\[
\text{gain}(X,A) = \text{entropy}(X) - \sum_{i=\text{values}(A)} \frac{|X_i|}{|X|} \text{entropy}(X_i)
\]

where \( \text{values}(A) \) is the set of all possible (discrete) values of attribute \( A \), and \( X_i \) is the subset of \( X \) for which attribute \( A \) has the attribute value \( v_i \), i.e., \( X_i = \{x \in X | A(x) = v_i \} \).

Boosting is a method for combining classifiers. This approach creates several different models and combines their predictions using a weighted voting scheme (e.g., plurality voting). Boosting is an effective method for obtaining classifiers for microarray data with high accuracy [DUD00]. The complete methodology is described in [DUD00,DUB01]. We used SPSS’ Clementine implementation of C5.0 in this study [SPS03].

3.2.2 Support Vector Machines

Support vector machines (SVMs) belong to the family of binary statistical classifiers [VAP97,BUR98,SCH99]. The basic principle of a SVM consists of finding the optimal hyperplane between two distinct classes. Multiple hyperplanes exist that separate the cases of the two classes. The best hyperplane can be found by placing a margin around each data point, and by increasing gradually this margin. The SVM finds that hyperplane that results from the largest possible margin. The larger the margin, the better the ability to generalize. Figure 3 illustrates a linear SVM.
The SVM in Figure 2 discriminates class $X$ from class $Y$. The encircled points are called “support vectors”. Only the support vectors define the optimal hyperplane; the margin around the remaining points do not contribute to finding the hyperplane. If the two classes are overlapping, thus not linearly separable, then the SVM projects the data into a higher-dimensional space using a kernel function, and solves the classification problem in the higher dimension. Commonly used kernel functions are the linear kernel, the radial basis kernel, and the polynomial kernel. In this study, we employed all three kernels to build different models of SVMs. We employed a Matlab implementation of SVM for the analysis [CAW00].

### 3.2.3 Probabilistic Neural Networks
A probabilistic neural network (PNN) is the parallel implementation of the Bayes-Parzen classifier [SPE90]. The PNN used in this study implements the following decision rule for classification: Let the prior probability that a sample $x$ belongs to population $k$ be denoted as $h_k$. The costs associated with a misclassification of a sample belonging to population $k$ is denoted as $c_k$. The estimated conditional probability that a specific sample belongs to class $k$, $p_i (k|x)$, is given by the probability density function $f_i(x)$. Then an unknown sample $x$ is classified into class $i$ if

$$ h_i \cdot c_i \cdot f_i(x) > h_j \cdot c_j \cdot f_j(x)$$

for all classes $j \neq i$ (Bayes’ decision criterion).

### 3.2.4 $k$-Nearest Neighbor Classifier
The $k$-NN classifier is based on an instance-based learning concept, which is also referred to as lazy-learning. Lazy methods need to access all learning data at the time when a new case is to be classified. In its simplest implementation, $k$-NN would compute the similarity between the new case and all learning cases, and the new case is classified as a member of the same class as the most similar case. In this study, we implement a weighted $k$-NN that takes into account the similarity of the nearest neighbors for classifying a new case. This similarity is translated into a measure of confidence for the classification result. (We will discuss more details of our $k$-NN implementation in the final paper.)

### 3.2.5 Multilayer Perceptrons
Multilayer perceptrons (MLPs) belong to the family of artificial neural networks. These networks consist of basic processing units, called neurons, that are modeled on biological neurons. The learning capability of a neural network is defined by the processing function (called activation function) of the neurons and the way these elements are connected together, i.e., the network’s topology. Once a network has been trained on a learning data set, the learned “knowledge” is represented in the network by the weights connecting the neurons. In the present study, we use SPSS Clementine’s implementation of MLPs and train the networks using the backpropagation algorithm.

### 3.3 Curse of Dimensionality
Microarray data are characterized by very many variables (genes) with respect to very few observations (samples). This fact is known as curse of dimensionality and involves the following problem: All analytical methods rely on a definition of a measure of distance or similarity between objects. However, the definition of similarity/distance between objects in high-dimensional space is not trivial and has not yet received the adequate attention in the context of microarray data. Xing et al. discussed the problem of distance metrics in the context of clustering algorithms and point out that many supervised learning techniques ultimately rely on the choice of the metric [XIN02]. Particularly in high-dimensional data space, the notion of similarity or distance between data points becomes ill-defined. Aggarwal et al. investigated different distance metrics in high-dimensional space [AGG01]. They conclude that the meaningfulness of the distance between objects in high-dimensional space – measured by the commonly used $L_k$ norm (e.g., $L_1 = $ Manhattan distance, $L_2 = $ Euclidean distance) – depends on the chosen value of $k$. Loosely speaking, the higher the dimensionality, the smaller should be the value for $k$. For example, the Manhattan distance seems to be consistently more preferable to the Euclidean distance in high-dimensional data spaces such as microarray data. Aggarwal et al. formulate the fractal distance, a new concept for measuring the similarity of an object in high-dimensional space. The fractal distance is defined as follows (adapted from [AGG01]):

**Definition 2. Fractal Distance**

Given two vectors $x$ and $y$, both of dimension $p$, the fractal distance $d_{fract}(x, y)$ is defined as:

$$d_{fract}(x, y) = \left\{ \frac{1}{N} \sum_{j=1}^{N} (x_j - y_j)^{2^{p-1}} \right\}^{1/p}$$

In the present study, we implement the following distance metrics for the PNN and the $k$-NN: Euclidean distance, Manhattan distance, Canberra distance, and fractal distance. The distance metric is a parameter of the specific implementations of PNN and $k$-NN in the present study; these models consider the distance metric an optimization parameter. In the learning phase, the PNN and the $k$-NN find that distance metric that is most appropriate for the classification problem at hand. (In the final paper, we will discuss the issue of distance/similarity high-dimensional microarray data in more detail.)

### 3.4 Results
Table 1 summarizes the classification results for the learning sets and the test sets. We evaluated the classification results based on the performance on the test sets only. The overall best classification accuracy was obtained by the ensemble of boosted decision trees (77.5% on the test set). Enriching the Patient Data Set with gene expression data did not result in a classification.
improvement for the boosted ensemble. The next best classifier was the SVM that classified correctly 70% of the test cases in the Patient Data Set, using a radial kernel. For the data set comprising expression profiles only and for the data set comprising both clinical and expression data (Patient + Expression Data Set), the SVM classified 75% of the test cases correctly and was the highest-scoring classifier in this study for high-dimensional data. These findings are in accordance with the results of recent studies in which SVMs have been found to be particularly suitable for high-dimensional data [RAM01]. The next best classifier is the PNN, whose classification accuracy on the Patient Data Set is the same as that of the SVM. Notice, that the PNN is sensitive to the distance metric chosen. For the Patient Data Set, the best results are obtained for the Canberra distance. The next best classifier is the decision tree C5.0, which performed slightly weaker than the PNN on the test set of the expression data. The next best classifier is the k-NN. Notice that for all but the Patient Data Set, the best distance metric is the fractal distance.

To assess the significance of the classification results, we performed a random permutation test. In this test, we randomly permuted the class label (i.e., the risk group) of each patient in the learning set, and train the classifier again. This procedure was repeated 1,000 times to obtain the distribution of the correct classifications under the null hypothesis of random gene expression profiles. This approach is described in [KHA01]. The distribution of correct classification under the null hypothesis is shown in Figure 3. The number of correct classifications for the unpermuted class labels is 75 (78.1%) (black solid line in Figure 3); this result is statistically significant.

Figure 3: Validation results for randomly permuted class labels of the Marker Gene Set. The classifier being used is the support vector machine with radial kernel.

Table 1: Classification results of the six machine learners for the four pairs of learning (L) and test sets (T). Also shown are the parameters of the models that led to the classification results ($\sigma$ indicates the width of the Gaussian kernel; H1 refers to the first hidden layer, H2 refers to the second hidden layer, H1:5,H2:3 means that the network contains 5 neurons in the first hidden layer and 3 neurons in the second hidden layer; $k$ indicates the number of nearest neighbors, fract indicates the exponential used in the fractal distance).

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Set</th>
<th>Patient</th>
<th>Expression</th>
<th>Patient + Expression</th>
<th>Marker Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>T</td>
<td>L</td>
<td>T</td>
<td>L</td>
</tr>
<tr>
<td>C5.0 (20 fold boosted)</td>
<td>98.0%</td>
<td>77.5%</td>
<td>100%</td>
<td>67.5%</td>
<td>100%</td>
</tr>
<tr>
<td>SVM (C = 10, $\sigma = 2.5$)</td>
<td>74.0%</td>
<td>70.0%</td>
<td>69.8%</td>
<td>75.0%</td>
<td>81.3%</td>
</tr>
<tr>
<td>PNN (Euclidean, fract = 0.4, $k = 5$)</td>
<td>66.7%</td>
<td>62.5%</td>
<td>66.7%</td>
<td>62.5%</td>
<td>66.7%</td>
</tr>
<tr>
<td>MLP (H1:5,H2:3)</td>
<td>26.0%</td>
<td>62.5%</td>
<td>33.3%</td>
<td>37.5%</td>
<td>32.3%</td>
</tr>
</tbody>
</table>

The weakest classifier in this study is the MLP. However, given the relatively low accuracy on the learning sets, it can be argued that the chosen network topologies (5 neurons in the first hidden layer and 3 neurons in the second hidden layer for all but the Marker Gene Set) is inappropriate for the classification problem at hand. However, we investigated various other topologies, and their performance is comparable. We cannot exclude the possibility that an appropriate topology exists, for which the MLP would outperform all other classifiers in this study. However, this analysis demonstrates that MLPs are difficult to fine-tune for classifying microarray data, and finding the “right” parameter settings for MLPs is a non-trivial task.
These considerations lead to the qualitative criteria that we should also take into account when we compare different machine learners. In [BER03b], we described a catalogue of features that a classifier for microarray data should have. One of these features is output interpretability. Taking this qualitative criterion into account, we believe that the decision tree is the most suitable model in the present study. Decision trees generate classification rules that are easy to understand for most suitable model in the present study. Decision trees criterion into account, we believe that the decision tree is the classifiers, such as feature selection procedures. However, it is known that other gain ranking, i.e. genes are ranked based on their discriminatory power with respect to the survival classes. (This ranking reflects in the hierarchy of the classification rules of the decision tree; cf. Figure 4a). Therefore, decision trees do not require explicit feature selection procedures. However, it is known that other classifiers, such as k-NN, benefit from such pre-processing steps.

The results of this comparative study suggest that the choice of the distance metric has a crucial impact of the classification accuracy. For high-dimensional data sets, our models of PNN and k-NN seemed to prefer a lower $L_2$ norm.

The learning set comprises 7 M1 patients (with metastasis), and the test set comprises 4 M1-patients. These patients with metastasis have poor clinical outcome. Using the decision tree rules in Figure 4a, we could correctly classify all M1-patients in the test set. An interesting question is whether the expression profiles could be used to correctly predict metastasis, which is an interesting risk outcome.

In the following section, we discuss the output of the decision tree because of the aforementioned properties. The following figure depicts the classification rules of the decision tree C5.0. Figure 4a shows the root node and the first intermediate and leaf nodes of the decision tree; Figure 4b depicts the complete rule set. Also shown are the coverage and the accuracy of the classification rules. The coverage of a rule is the number of cases in which it is applicable (i.e. in which the antecedent – the if-clause – of the rule holds). The accuracy is the number of cases that the rule predicts correctly, expressed as a proportion of all cases it applies to (i.e. the number of cases in which the rule is correct relative to the number of cases in which it is applicable).

In the following section, we discuss the output of the decision tree because of the aforementioned properties. The following figure depicts the classification rules of the decision tree C5.0.

4. DISCUSSION

In the learning set **Expression Data Set** comprising 96 patients, the decision tree C5.0 identified a set of eight genes that are sufficient to achieve 95.8% classification accuracy in the learning set and 62.5% accuracy on the test set comprising 40 samples. Previous studies have associated these genes with cancer, but most of them have not been associated with lung cancer. We discuss these genes in the order of their importance with respect to the classification rules.

![Figure 4](image-url)

**Figure 4:** (a) Decision tree generated on the learning set of the expression data (tree not entirely shown); (b) the generated rule set comprising 16 rules sufficient for the correct classification of 95.8% of the learning set cases.
including regulation of metabolism, ion transport, and gene transcription [OMI03]. Levenon et al. investigated the expression profiles in cell lines of HT1080 fibrosarcoma cells in dependence of drugs inhibiting DNA replication [LEV00]. They found a clearly identifiable group of up-regulated genes in the resistant cell lines. These genes include genes involved in DNA repair and replication and genes for signal transduction proteins, e.g. PRKAR1β. Interestingly, Bhattacharje et al. also identified a kinase (PRKA) anchor protein 2 as a marker in their study [BHA01]. Beer et al. identified A kinase (PRKA) anchor protein (gravin) 12 as marker gene [BEE02].

IL6ST is a signal transducer and also known as gpl30. The gene is located on 5q11. IL6ST is the signal transducer protein for receptors recognizing IL11, leukemia inhibitory factor, ciliary neurotrophic factor, and oncostatin M [OMI03]. Interestingly, this gene is known to play a pivotal role in breast cancer prognosis [GEA03]. Lacroix et al. investigated marker genes for human breast cancer using a low-density microarray, carrying only a few hundreds of capture sequences specific to markers whose importance in breast cancer is generally recognized or suggested by the current medical literature [LAC02]. Lacroix et al. identified IL6ST as a marker gene for human breast cancer.

PSG7 is pregnancy specific beta-1-glycoprotein 7 (locus: 19q13.2). Proteins of this group are molecules that are mainly produced by the placentale syncytiotrophoblasts during pregnancy [OMI03]. These proteins comprise a subgroup of the carcinoembryonic antigen family, which belongs to the immunoglobulin superfamily [OMI03]. Ross et al. identified a group of highly expressed markers genes in glioblastomas, including PSG7 [ROS00].

KIAA0057 is a TRAM-like protein of yet unclear function [BAR99]. However, a recent study by Suzuki et al. suggests that KIAA0057 might be a marker gene for juvenile myoclonic epilepsy [SUZ02]. Beer et al. identified a group of KIAA proteins as markers in their study (e.g., KIAA0005, KIAA0020, KIAA0084) [BEE02].

ITGAE is integrin, alpha E (antigen CD103, human mucosal lymphocyte antigen 1; alpha polypeptide). These cell-surface adhesion molecules are known to play a major role in diverse cellular and developmental processes, e.g. morphogenesis, hemostasis, leukocyte activation, cellular adhesion, and homing [OMI03]. This gene has been identified as a marker gene for pancreatic cancer [CRN01]. Clark et al. recently identified ITGAE as a marker gene for breast cancer [CLA02]. They identified ITGAE as one of the top 20 marker genes (ranked by Fisher score). Clark et al. used a support vector machine for classification. The expression profile of the ITGAE gene was one of the most important for the SVM. Interestingly, Bhattacharje et al. identified integrin alpha 3 (CD49C antigen) as a marker gene.

YWHA is Tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein (locus: 22q12.3). This protein is a protein kinase-dependent activator of tyrosine and tryptophan hydroxylases (191290, 191060) and an endogenous inhibitor of protein kinase C [OMI03]. Stavridi et al. hypothesis that YWHA enhances the transcriptional activity of p53 [STA01], the well-known tumor suppressor protein that plays a pivotal role in the DNA damage repair process by activating genes that are responsible for cell cycle arrest and apoptosis [VOG00]. ZNF174 is zinc finger protein 174 (locus: 16p13.3) and is a member of the Cys2-His2 zinc finger family [OMI03]. These proteins are likely to have an impact on the transcriptional repression of the growth factor gene expression [OMI03]. For example, the tumor suppressor gene WT1 encodes a DNA-binding zinc finger protein that downregulates the expression of various growth factor genes (e.g., IGF2 and TGFβ1). Li et al. have identified ZNF174 as a marker gene in Burkitt’s lymphoma cells [LI03].

Clearly, there exists no 1-to-1 mapping from gene expression to the actual amount of protein being synthesized. However, we might consider the following simplified scenario in which the expression of a gene has a direct impact on the protein synthesis. Then, what are the consequences of an overexpression of ZNF174 encoding genes? The consequences are more ZNF174 proteins that repress the expression of growth factor genes. Interestingly, this is in accordance with the results of the decision tree (rule #10 and #11): overexpression of ZNF174 is associated with LOW RISK, underexpression is associated with HIGH RISK. Moreover, the classification results of, for example, the SVM based on the marker gene set are statistically significant (cf. Figure 3), indicating that the expression profiles of the identified eight genes correlate with survival outcome.

5. CONCLUSIONS

The present study revealed that integrating heterogeneous clinical and transcriptional data might lead to an improved prediction of patient outcome and might provide new insights in cancer biology. Six of the identified eight genes in the present study are known to play a role in cancer, but not all of them have been associated with lung cancer.

Most (if not all) classification and clustering techniques rely on the explicit or implicit definition of a distance metric. The effects of using a distance-metric approach in high dimensional spaces are not fully understood and are potentially problematic. The problem of finding the “right” distance or similarity metric for high-dimensional microarray data has not yet received adequate attention. As mentioned before, the majority of machine learning techniques have been developed in weak-theory domains such as business, retail, and marketing. The problems in these domains are usually characterized by a large number of observations and few variables. This scenario is completely different from the scenario in life science applications where we have a small number of observations (e.g., patients, samples) and a large number of variables (e.g., genes). Therefore, clustering and classification techniques should be tailored to the specific requirements of life science applications, for example, to address the question of similarity in high-dimensional space.
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